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ABSTRACT In an era where social media platforms burgeon with diverse content, compelling moderation is
imperative to filter harmful materials. Traditional methods often grapple with the dual challenges of accuracy
and computational efficiency levels. These conventional approaches typically rely on text-based or image-
based analysis, neglecting the complex interplay of multimodal content prevalent in social media scenarios.
This limitation leads to suboptimal content filtering, oftenmissing contextually nuanced or visually deceptive
harmful content sets. Addressing these challenges, in response to the pressing need for effective social media
content moderation, we introduce a pioneering approach that combines Convolutional Neural Networks
(CNNs) and Transformers. We aim to enhance accuracy and computational efficiency in filtering harmful
multimodal content prevalent on social media platforms. By integrating CNNs and Transformers, we achieve
nuanced visual content extraction and contextual textual understanding, thus improving the identification of
harmful content. Additionally, our model utilises a Bi-directional Attention Mechanism (BAM) and Genetic
Algorithms (GAs) for efficient text-visual fusion and hyper-parameter optimisation, respectively. Empirical
testing on datasets from Google, Facebook, and Kaggle demonstrates the superior performance of our model
in terms of precision, accuracy, recall, AUC, specificity, and response delay in detecting harmful content.
The proposed Multimodal Social Media Content Moderation Using Hybrid Graph Theory & Bio-inspired
Optimization (MSCMGTB) model consistently achieves superior precision, accuracy, recall, AUC, and
specificity with rates ranging from 86.78% to 98.82% across varying dataset sizes, highlighting its efficacy
in content moderation as well as reduced the delay time to classify social media contents as compared to
Social Graph Neural Network (SGNN), CrediBot, and Adaptive LDA (ALDA) techniques. The model also
preempts potentially harmful content posters, offering enhanced pre-emption metrics.

INDEX TERMS Deep learning, content moderation, social, media, multimodal analysis, hybrid models.
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approving it for publication was Giacomo Fiumara .

I. INTRODUCTION
The digital landscape of the 21st century is predomi-
nantly shaped by social media, a realm where information
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proliferates at an unprecedented pace. This rapid dissemina-
tion of content, while beneficial for global connectivity, also
ushers in challenges pertaining to content moderation. The
existing methods of social media content moderation, pre-
dominantly relying on either textual or visual analysis, often
grapple with the intricacies of multimodal digital content [1].
This singular focus results in a substantial gap in the effective
detection and filtration of harmful content, given the complex
interplay between text and imagery in modern social media
posts [2], [3].

In response to this challenge, recent advancements in
deep learning offer a promising avenue. The integration of
Convolutional Neural Networks (CNNs) and Transformers
presents a novel approach. CNNs, known for their efficacy in
image processing, are adept at extracting and analyzing visual
features. Conversely, Transformers, originally designed for
natural language processing tasks, excel in contextual under-
standing, particularly in deciphering the nuances embedded
in textual data. The confluence of these two powerful deep
learning architectures holds the potential to revolutionize
social media content moderation operations. However, the
application of such advanced models in real-world scenarios
is not without its obstacles. The primary concerns revolve
around computational efficiency and the ability to scale effec-
tively on various social media platforms. These challenges
necessitate innovative solutions that not only enhance accu-
racy but also ensure practical deployments [5], [6], [7], [8].

The introduction of a Bi-directional Attention Mecha-
nism (BAM) for text-visual fusion further refines this model.
BAM’s dynamic learning capability significantly reduces
computational demands while efficiently processing the
fusion of textual and visual information. Additionally, the
utilization of Genetic Algorithms (GAs) for hyper-parameter
optimization in neural networks fine-tunes the model’s
performance, striking a balance between accuracy and com-
putational feasibility. Moreover, the exploration of intra and
inter-modal relationships in social media content through
GraphNeural Networks (GNNs)marks a significant advance-
ment in understanding the complex dynamics of digital
interactions. This approach not only aids in the accurate
identification of harmful content but also contributes to a
deeper comprehension of the multifaceted nature of social
media posts.

The proposed model’s efficacy is validated through rig-
orous testing on prominent social media datasets, including
those from Google, Facebook, and Kaggle. The results
demonstrate a significant improvement in detecting and pre-
empting harmful content, outperform existing methods in
several key metrics such as precision, accuracy, recall, and
response time. This enhancement is not just a numerical
achievement but a stride towards creating a safer and more
responsible social media environment.

In essence, this paper delves into the design and imple-
mentation of an efficient, hybrid deep learning model for
social media content moderation. By marrying the strengths
of CNNs and Transformers, and further refining the approach

with BAM, GAs, and GNNs, it addresses both the accu-
racy and computational efficiency challenges in different use
cases. The ultimate goal is to foster a digital ecosystem
where content moderation is not just reactive but proactive,
ensuring a secure and respectful online community for real-
time scenarios. Thus, the introduction sets the stage for a
comprehensive discussion on the innovative methodologies
employed, their underlying rationale, and the impactful out-
comes of this research. It underscores the significance of
advanced deep learning techniques in enhancing the safety
and integrity of social media platforms, a necessity in today’s
digitally interconnected world scenarios.

A. MOTIVATION
In the ever-expanding landscape of social media, the moti-
vation for developing advanced content moderation tools
is multi-faceted and pressing. The exponential growth of
user-generated content on these platforms has amplified the
challenges associated with monitoring and filtering harmful
material. Traditional content moderation methods, predom-
inantly linear and unimodal, are increasingly inadequate in
grappling with the complexity and volume of modern social
media interactions. This inadequacy not only compromises
user experience but also raises significant concerns regarding
digital safety and the propagation of harmful content. The
inception of this research is rooted in the recognition of these
challenges and the imperative need for a more sophisticated,
multimodal approach to content moderation. The motivation
extends beyond the mere enhancement of content filtering
accuracy. It encompasses the necessity for computational
efficiency, scalability, and adaptability in diverse social media
environments. This research aims to bridge the gap between
the evolving nature of social media content and the static
nature of existing moderation tools. In summary, the motiva-
tion for this research is deeply rooted in the need to address
the growing complexity and volume of social media content.
The contributions of this work lie in the development of an
innovative, efficient, and scalable model for content moder-
ation, capable of navigating the multifaceted nature of social
media interactions which are summarized below.

B. RESEARCH OBJECTIVE
Our research endeavors to revolutionize social media content
moderation through a hybrid model that combines Convo-
lutional Neural Networks and Transformers. By prioritizing
accuracy and computational efficiency, our approach aims
to effectively filter harmful multimodal content, thereby
enhancing user safety and platform integrity. The utilization
of grayscale images was deliberate, focusing on content fea-
tures rather than color aesthetics, while ensuring consistency
in evaluation metrics.

C. CONTRIBUTIONS
The contributions of this work are manifold and significant.
Firstly, the development of a hybrid deep learning model,
combining CNNs and Transformers, offers a novel approach
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to content analysis. This model harnesses the strengths of
both architectures: the CNNs’ proficiency in visual feature
extraction and the Transformers’ adeptness in contextual tex-
tual analysis. Such a hybrid approach is not only innovative
but also highly effective in understanding the intricate inter-
play of text and image in social media content.

Secondly, the implementation of a Bi-directional Attention
Mechanism (BAM) for text-visual fusion represents a pivotal
contribution. This mechanism dynamically adjusts the focus
between textual and visual inputs, ensuring that the model
captures the most relevant features from bothmodalities. This
results in a significant reduction in computational overhead,
a crucial factor for real-world application on social media
platforms.

Furthermore, the application of Genetic Algorithms (GAs)
for hyper-parameter optimization in this context is another
key contribution. GAs provide an efficient method for
fine-tuning the model, enhancing its performance while
reducing the manual effort typically required in such pro-
cesses. Additionally, the utilization of Graph Neural Net-
works (GNNs) to explore intra and inter-modal relationships
within social media content is a noteworthy contribution. This
approach provides deeper insights into the complex dynamics
of social media interactions, enabling more accurate and
comprehensive content moderation.

Lastly, the practical implications of this research are pro-
found. The testing and validation of the model on various
prominent social media datasets demonstrate its superior per-
formance compared to existing methods. The improvements
in precision, accuracy, recall, and response time are not just
statistically significant but also indicative of the model’s
potential to transform the landscape of social media content
moderation.

Hence, the significant contribution of this work is to shift
from traditional, unimodal methods to a more holistic, multi-
modal approach, reflective of the dynamic and intricate nature
of social media content. The innovations presented in this
paper are poised to make a significant impact in the field of
digital content moderation, paving the way for safer andmore
responsible social media platforms.

II. RELATED STUDY
The ever-expanding field of social media content modera-
tion has witnessed significant advancements, with various
research endeavors seeking to address the multifaceted chal-
lenges it presents. A comprehensive review of the literature
reveals diverse approaches and methodologies employed to
enhance the effectiveness and efficiency of content modera-
tion process.

Gao et al. [1] explored cross-platform item recommenda-
tion for online social e-commerce, highlighting the impor-
tance of integrating diverse data sources for accurate content
analysis. This research underscores the necessity of multi-
modal approaches in understanding complex online environ-
ments. Similarly, Bono et al. [2] emphasized a citizen science
approach for analyzing social media with crowdsourcing,

providing insights into the potential of human-machine col-
laboration in content moderation. Li et al. [3] investigated
disentangledmodeling of social homophiles and influence for
social recommendation, presenting a novel perspective on the
dynamics of social interactions online. This study contributes
to understanding the underlying patterns in social media con-
tent, which is crucial for effective moderation. In a similar
vein, Dongre and Agrawal [4] focused on deep-learning-
based drug recommendation and Adverse Drug Reaction
(ADR) detection in healthcare models on social media, illus-
trating the application of deep learning in specific content
domains.

Tran et al. [5] and Bacha et al. [6] delved into the combina-
tion of social relations and interaction data in recommender
systems and offensive text detection in unstructured data
for heterogeneous social media, respectively. These studies
highlight the growing complexity of social media content
and the need for sophisticated analysis tools. Xu et al. [7]
addressed the challenge of achieving online and scalable
information integrity by harnessing social spam correlations,
emphasizing the need for scalable solutions in content mod-
eration. Ma et al. [8] and Fei et al. [9] explored social graph
neural network-based interactive recommendation schemes
and real-time detection of events from Twitter, respectively,
showcasing the application of neural networks in capturing
complex social interactions.

Ismail et al. [10] and Li et al. [11] focused on event-based
emotion detection frameworks addressing mental health and
semi-supervised variational user identity linkage, respec-
tively. These studies highlight the diverse applications of
machine learning in understanding social media contents.
Aguilera et al. [12] and Guo et al. [13] contributed to the field
by applying bot detection for credibility analysis on Twitter
and mitigating the influence of disinformation propagation,
respectively for different scenarios. These studies underscore
the importance of credibility and integrity in online contenst.

Adishesha et al. [14] and Patro et al. [15] explored fore-
casting user interests through topic tag predictions in online
health communities and a conscious cross-breed recommen-
dation approach for electronic commerce systems. Their
work emphasizes the role of predictive analytics in under-
standing user behavior and preferences on social media
platforms. The role of deep learning in social media anal-
ysis is further exemplified by Al-Onazi et al. [16] and
Zheng et al. [17], who investigated affect classification in
Arabic tweets and adaptive LDA optimal topic number selec-
tion in news topic identification. These studies demonstrate
the versatility of deep learning techniques in processing and
understanding diverse content types and languages.

Marinho and Holanda [18] and Maity et al. [19] addressed
emerging cyber threat identification and profiling based on
natural language processing, and the detection of Malay hate
speech, respectively. Their research highlights the increasing
need for advanced computational methods to tackle evolving
digital threats and offensive content. Liang et al. [20] and
Zeng and Xiang [21] explored graph-based non-sampling for

73702 VOLUME 12, 2024



P. Arya et al.: MSCMGTB: A Novel Approach for Multimodal Social Media Content Moderation

knowledge graph enhanced recommendation and persistence
augmented graph convolution network for information popu-
larity prediction. Their work contributes to the development
of sophisticated graph-based models for content analysis and
recommendation systems.

In the context of spatial trajectories and linguistic ste-
ganalysis, Gupta and Bedathur [22] and Yang et al. [23]
offered insights into modeling spatial trajectories using
coarse-grained smartphone logs and linguistic steganalysis
toward social networks. These studies reflect the expanding
scope of content moderation to include geographical and
linguistic analyses. Finally, Bacha et al. [6] and Calderón-
Suarez et al. [24] contributed to offensive text detection in
unstructured data for heterogeneous social media and enhanc-
ing the detection of misogynistic content in social media
scenarios. Their research underscores the ongoing efforts
to create safer and more inclusive online environments for
different scenarios.

Truică et al. [25], [27] introduced theMCWDST algorithm,
a minimum-cost weighted directed spanning tree approach
for real-time fake news mitigation in social media. This
algorithm demonstrates the potential of cost-effective and
efficient computational techniques in the realm of fake
news detection. Similarly, Zamil and Charkari [26] pro-
posed a fusion approach to combat fake news on social
media, emphasizing improved detection and interpretability,
a critical aspect in the context of ever-evolving misin-
formation. Park and Chai [28] focused on constructing a
user-centered fake news detection model using classification
algorithms in machine learning, highlighting the significance
of user-centric approaches in the design of effective modera-
tion tools. Etta et al. [29] compared the impact of social media
regulations on news consumption, offering insights into the
broader implications of content moderation beyond technical
aspects.

In the realm of big data and machine learning, Altheneyan
and Alhadlaq [30] explored fake news detection using dis-
tributed learning, signifying the growing role of big data in
tackling misinformation. Aditya and Mohanty [31] presented
an approach for heterogeneous social media analysis for effi-
cient deep learning fake-profile identification, demonstrating
the necessity of addressing diverse data types in social media.
Almarashy et al. [32] enhanced fake news detection through
a multi-feature classification, showcasing the importance of
incorporating multiple data features for accurate detection.
Kar et al. [33] addressed the challenge of detecting fake
images on social networks using recurrent neural networks,
indicating the increasing complexity of fake news formats.

Advancements in pattern-mining systems for fake news
analysis were explored by Djenouri et al. [34], emphasizing
the role of advanced data mining techniques in under-
standing and countering misinformation. Govindankutty and
Gopalan [35] modeled rumor spread and influencer impact
on social networks, highlighting the significant role of
network dynamics and influential users in the spread of
misinformation. Joshi et al. [36] contributed to explainable

misinformation detection across multiple social media plat-
forms, underscoring the need for transparency and inter-
pretability in detection algorithms. This aspect of explain-
ability is crucial for the acceptance and trust in automated
moderation systems.

Valinejad and Mili [37] developed a cyber-physical-social
model of community resilience, considering critical infras-
tructure interdependencies. Their work provides a broader
perspective on how social media content moderation is inter-
twined with overall community resilience and well-being.
In terms of methodological innovations, Wu et al. [38]
proposed a category-controlled encoder-decoder for fake
news detection, emphasizing the role of categorization in
enhancing detection accuracy. Tajrian et al. [39] offered a
comprehensive review of methodologies for fake news anal-
ysis, providing a valuable synthesis of the current state of
research in this field.

Khan et al. [40] focused on visual user-generated content
verification in journalism, reflecting the growing importance
of visual content in the realm of fake news. Fu et al. [41]
examined rumor spreading models considering the roles of
online social networks and information overload, provid-
ing insights into the behavioral aspects of misinformation
dissemination operations. Further extending the scope of
research, Wang et al. [42], Hu et al. [43], andWang et al. [44]
explored various aspects of multi-modal fake news detec-
tion, including the use of transformer networks and causal
inference. Their work signifies the shift towards more sophis-
ticated, multi-modal approaches in detecting fake news.

Zaheer et al. [45] and Jung et al. [46] presented optimized
convolutional neural networks and topological and sequential
neural network models for detecting fake news, showcasing
the advancements in neural network architectures and their
application in this domain for different operations. These
studies demonstrate the continuous evolution of deep learn-
ing techniques tailored to the specific challenges posed by
fake news in social media sets. Wu et al. [47] delved into
human cognition-based consistency inference networks for
multi-modal fake news detection, emphasizing the integration
of human-like reasoning processes in computational models.
This approach bridges the gap between artificial intelligence
and human cognitive processes, aiming for a more nuanced
and context-aware detection mechanism.

Ojha et al. [48] approached the control of fake information
dissemination in online social networks from an epidemi-
ological perspective, offering a unique analogy between
the spread of misinformation and the spread of diseases.
This perspective provides a novel framework for under-
standing and mitigating the spread of fake news. Finally,
Xu et al. [7] focused on achieving online and scalable infor-
mation integrity by harnessing social spam correlations. Their
research highlights the importance of scalability and adapt-
ability of moderation systems in the rapidly evolving social
media landscape.

In summary, the literature reveals a concerted effort
towards developing more sophisticated, efficient, and
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human-like approaches to detecting and mitigating fake news
on social media scenarios. From algorithmic advancements
and multi-modal analyses to the incorporation of human
cognition and epidemiological models, these studies collec-
tively contribute to a deeper understanding andmore effective
tackling of the fake news phenomenon. This literature review
underscores the complexity of the issue and the diverse
methodologies being employed to address it, setting the stage
for the proposed research in this text.

III. PROPOSED SYSTEM MODEL
A. PROPOSED BLOCKCHAIN-BASED SECURITY MODEL
This section discusses design of the proposed model, where
each component - CNN, BAM, GA, and GNN - plays a
pivotal role, orchestrating a symphony of data processing
and analysis. The Convolutional Neural Networks (CNNs),
known for their efficiency in image analysis, delve deep into
the visual content from social media, meticulously extracting
and interpreting intricate image features.

As shown in Figure 1, the visual acumen of CNNs is
seamlessly complemented by the Bi-directional Attention
Mechanism (BAM), an efficient process in the model’s archi-
tectural operations. BAM acts as the critical juncture where
the visual insights from CNNs and the contextual nuances
gleaned from textual analysis are harmoniously fused for
different scenarios. It assists in adeptly adjusting the focus
between textual and visual inputs to ensure a comprehensive
understanding of the contents. Simultaneously, the Genetic
Algorithms (GAs) operate like an internal catalyst that assists
in meticulously fine-tuning the model’s hyper-parameters
for different input sets. Complementing these components,
the Graph Neural Networks (GNNs) add another layer of
sophistication. GNNs navigate the complex web of intra and
inter-modal relationships within the social media contents.

B. MATHEMATICAL MODELLING
1) CNN MODEL
In the proposed model, the convolutional neural network
(CNN) plays a crucial role in extracting nuanced visual con-
tent from social media posts, thereby enhancing the accuracy
in identifying harmful contents. Commencing with the input,
the collected social media visual data samples, let Xi repre-
sent an individual image fed into the CNN process. The first
stage of the CNN is the convolutional layer, where multiple
filters, represented as Fj, are applied to the input image sets.
This process is mathematically expressed via equation 1,

Cij = σ

 m∑
i=1

n∑
j=1

Xi (m, n) ·Fj (m, n) + bj

 (1)

where, Cij is the convolutional output, σ is the ReLU based
non-linear activation function, and bj is the bias term asso-
ciated with filter Fj sets. The convolutional layer essentially
captures various features of the image through the application
of these filters, each learning to identify different aspects of
the visual contents. Subsequent to convolution, the model

FIGURE 1. Model architecture of the proposed model for analysis of
social media posts.

employs max pooling layers, to reduce the spatial dimensions
of the image representations. The pooling operation for a
single feature map is described via equation 2,

Pij = max (Cij (k, l)) (2)

where, Pij is the output of the pooling layer, and k,l are
the dimensions of the pooling windows. Pooling helps in
making the representation more robust to variations in the
position of features in the image sets. As the CNN progresses,
these layers of convolution and pooling are repeated, with
each successive layer capturing increasingly complex and
abstract features of the image sets. The depth of the network,
represented by D, determines the number of such layers, with
each layer d having its convolution and pooling operations.
After the final pooling layer, the output is flattened into a
vector and fed into a series of fully connected layers. If Vd
represents the flattened vector from the last pooling layer,
the operation in the fully connected layer is represented via
equation 3,

Fk = σ (Wk·VD+ Bk) (3)
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where, Wk and Bk are the weights and biases of the fully
connected layer k, respectively for different input sets. The
final layer of the CNN is the classification layer, which
employs a softmax function to classify the image into differ-
ent categories, including the identification of harmful content
is represented via equation 4,

Sc =
eFc∑C
c′=1 e

Fc′
(4)

where, Fc is the output of the last fully connected layer for
class c, and C is the total number of classes. The class with
the highest probability in the softmax layer is chosen as the
final classification of the image sets (Figure 2). In addition
to these layers, the CNN architecture in the proposed model
incorporates various other elements such as dropout for reg-
ularization and batch normalization to accelerate training
process. The dropout operation at layer l with a dropout rate
r is represented via equation 5,

Dl = δ (r) ·Vl (5)

where, δ(r) represents a binary mask with a probability r
of setting a value in Vl to zero for different use cases.
Batch normalization, applied after each convolution opera-
tion, is described via equation 6,

BNij = γ ·
Cij− µB
√

σB2 + ϵ
+ β (6)

where, µB and σB2 are the mean and variance of the batch,
γ and β are parameters learned during training, and ϵ is a
small constant for numerical stability characteristics in real-
time scenarios. Due to these operations, the model is able to
enhance its efficiency for visual content sets.

2) TRANSFORMER MODEL
Transformer Models are applied, which assist in processing
text input sets.

The incorporation of Transformers signifies a pivotal
advancement in the realm of contextual textual analysis,
especially for the extraction and interpretation of nuanced
content from social media posts. The choice of a suitable
Transformer, vital for this task, is the BERT (Bidirectional
Encoder Representations from Transformers) model, which
is known for its proficiency in understanding context and
semantics in textual data samples.

The analysis of textual data through the Transformer begins
with the input: collected social media text data samples. Let
us represent each text sample as Ti, the BERT Transformer
first converts Ti into a series of tokens, Token(Ti), where each
token represents a word or sub-word in the text. This tok-
enization is a crucial step, forming the foundational building
blocks for further processing operations. Each token is then
embedded into a high-dimensional space, resulting in token
embeddings E(Tij), where j represents the jth token in the ith

FIGURE 2. Overall flow of the proposed social media analysis process.

text samples, which is represented via equation 7,

E (Tij) =

V∑
k=1

δ (k,Token (Tij)) ·Wek (7)

where, V is the size of the vocabulary, d is the dimensionality
of the embedding space, and We is the embedding matrix of
size V × d for the input sets. Each row of We, represented
as Wek, corresponds to the embedding of the kth word in
the vocabulary sets. BERT further enhances these embed-
dings with positional encodings to maintain the sequence
information, which is vital in understanding the contexts.
The positional encoding for each token can be represented
as PEij, and the final input embedding is the sum of token
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and positional embeddings via equation 8,

IEij = E (Tij) + PEij (8)

Themain process of the Transformermodel lies in itsmultiple
head self-attention mechanism, which allows the model to
focus on different parts of the text. For a single head of
attention, the process involves three key components: Query
(Q), Key (K), and Value (V), which are derived from the input
embeddings via equations 9, 10 & 11,

Qij = WQ·IEij (9)

Kij = WK ·IEij (10)

Vij = WV ·IEij (11)

where, WQ, WK, and WV are the weight matrices for Query,
Key, and Value, respectively for different use cases. The
self-attention for each head is then computed via equation 12,

Attention (Qij,Kij,Vij) = softmax
(
Qij ∗ KijT

√
dk

)
Vij (12)

where, dk is the dimension of the key vectors & its sets. This
self-attention mechanism enables the model to dynamically
weigh the importance of each word in the context of the
entire text. The outputs from multiple attention heads are
then concatenated and passed through a feed-forward neural
network, comprising two linear transformations with a ReLU
activation in between, which are estimated via equation 13,

FFN (x) = ReLU (x∗W1+b1)W2+b2 (13)

Layer normalization and residual connections are employed
after each sub-layer (self-attention and FFN) in the Trans-
former, enhancing training stability and performance levels.
The layer normalization is represented via equation 14,

LN (x) = γ

(
x − µ

σ 2 + ϵ

)
+ β (14)

where, µ and σ 2 are the mean and variance of the input, and
γ and β are learnable parameters of the layer normalization
process. The final output from the Transformer layers, Oi,
encapsulates a rich, context-aware representation of the text
data, which is then fed into a classification layer, typically a
softmax layer, for harmful content detection, which is repre-
sented via equation 15,

P (y |Ti) = softmax (Wc·Oi+ bc) (15)

where, P(y|Ti) is the probability of the text sample Ti belong-
ing to a particular category y, Wc and bc are the weights
and bias of the classification layers. The output from this
transformer along with the results of CNN are processed by
an efficient Bi-directional Attention Mechanism, which is
given below.

3) BAM MODEL
It assists in enhancing efficiency of the classification pro-
cess. Let’s represent the output from the CNN as V and
from the Transformer as T for different posts. The BAM
operates on these outputs, employing attention weights Av
for visual features and At for textual features. The attention
weights are computed using a shared learnable parameter
matrixW,which captures the importance of eachmodality via
equations 16 & 17,

Av = softmax (W · V ) (16)

At = softmax (W · T ) (17)

The attention-weighted features are then combined to form a
fused representation via equation 18,

F = Av⊙V + At⊙T (18)

where, ⊙ represents element-wise multiplication process.
This fusion process ensures that the most salient features
from both text and visual data are synergistically integrated,
thereby enhancing the model’s ability to discern relevant
information sets. The fusion output F is then fed into a series
of fully connected layers, each of which can be represented
via equation 19,

FCi (F) = σ (Wi·F + bi) (19)

where, σ is the activation function, and Wi and bi are the
weights and biases of the ith fully connected layer process.

4) GA MODEL
The role of Genetic Algorithms (GAs) in this architecture
is to refine and optimize the model’s hyper-parameters for
different scenarios. The GA process begins by encoding the
model’s hyper-parameters into a population of chromosomes.
Each chromosome, representing a set of hyper-parameters,
undergoes evaluation based on a fitness function, F, typically
defined in terms of the model’s accuracy and is represented
via equation 20,

Fitness (Chromosome) =
1
NE

NE∑
i=1

P (i) + A (i) + R (i)
3

(20)

where, P,A&R represents the Precision, Accuracy & Recall
levels obtained during evaluating the CNN & Transformer
Methods using the given hyper-parameters for NE evalua-
tion sets. Through a series of genetic operations—selection,
crossover, and mutation—new generations of chromosomes
are created stochastically, which assists in adding new hyper-
parameter sets. Selection favors chromosomes with higher
fitness, while crossover and mutation introduce diversity,
exploring new areas of the hyper-parameter spaces. This
iterative process continues until a maximum number of
generations are processed forNI Iteration Sets. The best chro-
mosome from the final generation represents the optimized
set of hyper-parameters, which is then used to fine-tune the
BAM and the overall model process.
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5) GNN MODEL
Using this optimized network along with temporal social
media result classes, the GNN is applied, which operates on
the premise of graph theory process. In this case, the input,
constituted by the tuned outputs of the CNN and Transformer,
is conceptualized as nodes in an augmented set of graphs. Let
Vi and Ti represent the feature vectors for visual and textual
data, respectively, for the ith posts. The graph is constructed
with these vectors as nodes, N, and the edges, E, representing
the relationships between different posts or modalities.

Each node in the graph is updated based on its features and
the features of its neighbors. The update rule for a node v in
the GNN is formulated via equation 21,

Hv (l + 1) = ReLU

W (l) ·

∑
u∈N (v)

1
|N (v) |

Hu (l) + B (l)


(21)

where, Hv(l+1) is the feature vector of node v at layer l+1,
W(l) and B(l) are the weights and biases at layer l, N(v) is the
set of neighboring nodes of v, and Hu(l) is the feature vector
of neighbor u at layer l sets.

The model employs multiple layers of such update rules,
allowing the extraction of higher-order features. After L lay-
ers, the final node representations encapsulate both local and
global context within the graph, which are represented via
equation 22,

Hv (L) = GNNLayerL (Hv (L − 1) ,N (v)) (22)

To classify a post, the GNN aggregates the feature vectors of
all nodes, which is represented via equation 23,

Hagg =

∑
({Hv (L) | v ∈ N }) (23)

This aggregated representation, Hagg, encodes the compre-
hensive information captured by the GNN, reflecting both
individual post characteristics and their interconnections for
different use cases. The final step involves passing Hagg
through a fully connected layer to predict the types of posts,
especially focusing on identifying harmful contents. The fully
connected layer operation is represented via equation 24,

Y = softmax (WFC ·Hagg+BFC) (24)

where, Y is the output vector representing different post
types, WFC and BFC are the weights and biases of the
fully connected layer, respectively for different use cases.
The GNN in the MSCMGTB model, thus, uses graph the-
ory in deep learning operations. It goes beyond traditional
analysis, delving into the complex web of relationships and
interactions within social media contents. Through its lay-
ers, the GNN not only captures the essence of individual
posts but also unravels the subtle interplay between different
pieces of contents. This capability is not just a feature but a
breakthrough, enabling the model to pre-empt various post
types, especially those containing harmful materials. The
intricate design and operation of the GNN underscore the

TABLE 1. Extracted features of CNN processes.

TABLE 2. Output feature vectors for textual data from posts such as
‘‘Loving the calm beach #relaxation’’ and ‘‘Art in the urban jungle
#streetart’’.

model’s robustness and its unparalleled capacity to foster
a safer and more responsible digital environment on social
media platforms. An example use case of this entire process
is discussed in the next section of this text, which is followed
by an in-depth evaluation of the model in terms of different
metrics for real-time scenarios.

C. EXAMPLE USE CASE
In the MSCMGTB model, the fusion of Convolutional Neu-
ral Networks (CNNs), Transformers, Bi-directional Attention
Mechanisms (BAM), Genetic Algorithms (GAs), and Graph
Neural Networks (GNNs) demonstrates a revolutionary
approach to moderating social media content. To elucidate
this model’s functionality, an analysis is conducted on spe-
cific social media samples. These samples include a blend of
visual and textual data, representative of typical social media
posts.

Initially, the model processes visual content through
its CNN component. Consider images named ‘‘BeachSun-
set.jpg’’ and ‘‘CityGraffiti.jpg’’ (Figure 3). The CNN pro-
cesses these images to extract crucial visual features. The
extracted features are represented in the following TABLE 1:

Concurrently, textual data from posts such as ‘‘Loving the
calm beach #relaxation’’ and ‘‘Art in the urban jungle #stree-
tart’’ undergo analysis through the Transformer module. The
Transformer interprets these texts to understand the context
and sentiment. The output feature vectors for these texts are
tabulated below (TABLE 2):

Following the independent analyses by CNN and Trans-
former, the BAM and GA come into play, synthesizing these
features to classify the posts as malicious or normal. The
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FIGURE 3. Used social media images for analysis.

BAM intelligently fuses text and visual data, while the GA
optimizes the process for enhanced accuracy. The fusion
results are presented as (TABLE 3):

Lastly, the GNNmodule, leveraging the fusion results, pre-
dicts the likelihood of a post type pre-emptively. It assesses
the interconnected nature of the data, providing insights into
potential future trends of post types. The GNN pre-emption
results are tabulated as follows (TABLE 4):

These tables encapsulate the transformative journey of data
through the MSCMGTB model. Starting from raw social
media samples, the model applies a series of complex and
interconnected processes to yield insightful classifications
and predictions. The CNN and Transformer lay the ground-
work by extracting nuanced features from visual and textual

TABLE 3. Fusion results of text and visual data of BAM-GA.

TABLE 4. GNN pre-emption results.

content. The BAM, enhanced by GA, intelligently fuses
these features, discerning the nature of the posts. Finally, the
GNN, drawing on this fused data, pre-empts the types of
posts, showcasing the model’s advanced predictive capabili-
ties. This entire workflow exemplifies the model’s innovative
approach to understanding and moderating social media con-
tent, significantly aiding in the detection and pre-emption of
inappropriate or harmful material.

IV. SIMULATION RESULTS & ANALYSIS
In the realm of advanced machine learning, the proposed
MSCMGTB model stands as a paragon of innovation,
adeptly merging the strengths of Convolutional Neural Net-
works (CNNs) and Transformers to extract and interpret
the nuanced visual and textual content from diverse social
media posts. The model’s architecture, intricately designed,
employs CNNs to meticulously analyze and interpret image
features, capturing the subtlest of visual cues. Concur-
rently, the integration of Transformers imparts a profound
depth to the model’s capability, enriching the process with
contextual understanding of textual elements. This dual anal-
ysis is further harmonized through the implementation of
a Bi-directional Attention Mechanism (BAM), ingeniously
crafted to efficiently fuse textual and visual data. This fusion
is not merely a confluence of data streams but an intelli-
gent prioritization, dynamically adjusting to the relevance
of information, thereby optimizing computational efficiency.
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Adding another layer of sophistication, the model embraces
Genetic Algorithms (GAs) for hyper-parameter optimization,
fine-tuning themodel’s parameters to peak performance. This
optimization is not a mere adjustment of variables but a
strategic enhancement, streamlining the model to adapt and
respond with increased precision. The MSCMGTB model’s
true prowess, however, is epitomized in its use of Graph
Neural Networks (GNNs), enabling it to discern the intricate
intra and inter-modal relationships inherent in the scenarios
of social media contents. This capability is not just a function
of data processing but a testament to the model’s advanced
analytical acumen, capable of navigating and interpreting
the complex web of interconnected content elements with
remarkable efficiency levels.

To evaluate the efficiency and effectiveness of the proposed
MSCMGTB model for multimodal social media content
moderation, an extensive experimental setup was designed.
This setup encompasses the utilization of three distinct
datasets: the Hate Speech Dataset Catalogue, DMO Social
Media Engagement Dataset, and ZENPULSAR - Social
Media Pulse Data Set: CRYPTO. Each dataset contributes
uniquely to the assessment of the model’s capabilities.

A. DATASET DESCRIPTION
• Hate Speech Dataset Catalogue: This dataset is a com-
prehensive collection of textual data specifically tailored
to identify and analyze hate speech across various social
media platforms. It includes approximately 200,000 anno-
tated posts and comments, categorized into different classes
of hate speech. The dataset is diverse, encompassing multiple
languages and regions, thereby offering a challenging envi-
ronment for the MSCMGTB model to demonstrate its text
analysis and contextual understanding capabilities.

• DMO Social Media Engagement Dataset: Encompass-
ing a wide range of image and video content, this dataset
is pivotal for assessing the visual content analysis strength
of MSCMGTB. It contains over 300,000 multimedia posts
from various social media platforms, taggedwith engagement
metrics like likes, shares, and comments. This dataset aids
in understanding how visual content correlates with user
engagement and sentiment.

• ZENPULSAR - Social Media Pulse Data Set: CRYPTO:
This dataset is unique as it provides sentiment data extracted
from over 0.5 billion data points across seven major
social media platforms. It focuses on the cryptocurrency
domain, offering insights into public sentiment on social
media about various cryptocurrencies. The dataset’s volume
and domain-specific nature make it ideal for testing the
MSCMGTB model’s ability to process and analyze large-
scale, topic-specific social media content.

B. MODEL PARAMETERS SET-UP
• Convolutional Neural Networks (CNNs) Parameters: For
image and video content analysis, the CNNs were configured
with a learning rate of 0.001, a batch size of 32, and dropout
rate of 0.5 to prevent overfitting. The CNNs employed a total

of 5 convolutional layers, each followed by a max-pooling
layer.

• Transformers Parameters: For textual content analysis,
the Transformers were set up with a model size of 768,
12 attention heads, and 3 encoder-decoder layers. A token
limit of 512 was set for processing textual inputs.

• Bi-directional Attention Mechanism (BAM) Parameters:
BAM was integrated to dynamically prioritize information
from textual and visual inputs. The attention mechanism
had a dimensionality of 1024 and used a softmax activation
function to balance the focus between modalities.

• Genetic Algorithms (GAs) for Hyperparameter Opti-
mization: The population size was set to 50, with a mutation
rate of 0.1 and a crossover probability of 0.9. The GAs ran
for 100 generations to optimize the model’s performance
parameters.

•GraphNeural Networks (GNNs) Parameters: GNNswere
employed to discern complex intra and inter-modal relation-
ships. The GNN layer count was set to 3, with a hidden layer
size of 256.

C. SIMULATION ENVIRONMENT & PERFORMANCE
METRICS
The experiments were conducted on a high-performance
computing cluster with NVIDIA Tesla V100 GPUs, 128 GB
RAM, and Intel Xeon Gold 6130 CPUs. This setup ensured
the timely processing of large datasets and the seamless exe-
cution of deep learning models.

This experimental setup, with its comprehensive datasets
and meticulously chosen parameters, was crucial in rigor-
ously evaluating the MSCMGTB model. The diverse nature
of the datasets, along with the robust computational resources
and evaluation metrics, provided a thorough and effective
platform for assessing the model’s capabilities in multimodal
social media content moderations. Based on this setup, equa-
tions 25, 26, and 27 were used to assess the precision (P),
accuracy (A), and recall (R), levels based anon this technique,
while equations 28 & 29 were used to estimate the overall
precision (AUC) & Specificity (Sp) as follows,

Precision =
TP

TP+ FP
(25)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(26)

Recall =
TP

TP+ FN
(27)

AUC = ∫TPR (FPR) dFPR (28)

Sp =
TN

TN + FP
(29)

There are three different kinds of test set predictions: True
Positive (TP) (number of events in test sets that were cor-
rectly predicted as positive), False Positive (FP) (number of
instances in test sets that were incorrectly predicted as pos-
itive), and False Negative (FN) (number of instances in test
sets that were incorrectly predicted as negative; this includes
Normal Instance Samples). The documentation for the test
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FIGURE 4. Observed precision to classify social media content sets.

sets makes use of all these terminologies. To determine the
appropriate TP, TN, FP, and FN values for these scenarios,
we compared the projected Harmful Social Media Instances
likelihood to the actual Harmful SocialMedia Instances status
in the test dataset samples using the Social Graph Neural
Network (SGNN) [8], CrediBot [12], and Adaptive LDA
(ALDA) [17] techniques.

D. RESULTS ANALYSIS
The precision levels based anon these assessments are dis-
played as follows in Figure 4,

At the outset, it’s evident that the precision rates fluctuate
across different NTS values for all models. For instance,
when analyzing smaller datasets (84k NTS), SGNN shows
a precision rate of 79.04%, while MSCMGTB scores slightly
higher at 86.78%. As the number of test samples increases
to 156k, a significant leap is observed in the precision
of MSCMGTB (98.04%), far surpassing its counterparts.
This trend of MSCMGTB maintaining high precision with
increasing data size is a consistent theme throughout the
results.

In the mid-range of test samples, such as at 420k NTS,
MSCMGTB again outperforms other models with a precision
of 98.54%, highlighting its robustness in handling larger and
more complex datasets. Even at the highest range of test sam-
ples, 1,440k, MSCMGTB demonstrates superior precision
(98.82%), significantly outpacing other models like SGNN
and CrediBot.

The impact of these findings is profound. Precision in con-
tent moderation is critical to effectively filter harmful mate-
rials without over-censoring benign content. MSCMGTB’s
consistently high precision across different data sizes indi-
cates its superior ability to discern harmful content accurately.
This is likely attributed to its hybrid model, which integrates

FIGURE 5. Observed accuracy to classify social media content sets.

deep learning techniques like CNNs and Transformers, and its
use of bio-inspired optimizations for hyper-parameter tuning.

The reason behind MSCMGTB’s enhanced performance
can be traced to its innovative architecture. By combining
CNNs for visual content and Transformers for textual context,
alongwith a bi-directional attentionmechanism,MSCMGTB
is adept at understanding the nuanced interplay between text
and images in social media content. This holistic approach
enables it to capture subtle indicators of harmful content that
might be missed by models focusing on single modalities.
Similar to that, accuracy of the models was compared in
Figure 5 as follows,

Beginning with the smallest dataset (84k NTS), MSCMG
TB demonstrates a significant lead in accuracy with 93.87%,
compared to its closest rival, ALDA, at 79.73%. This trend
of MSCMGTB’s superior accuracy continues as the number
of test samples increases. At 156k NTS, while other mod-
els like SGNN and CrediBot hover in the mid-80% range,
MSCMGTB maintains a high accuracy of 95.51%.

As the dataset size grows, the accuracy of MSCMGTB
consistently remains high, albeit with some fluctuations.
For instance, at 420k NTS, MSCMGTB shows an accuracy
of 90.68%, outperforming SGNN, CrediBot, and ALDA.
This trend is further exemplified in larger datasets, such as
at 1,440k NTS, where MSCMGTB achieves an impressive
accuracy of 97.55%.

These results highlight the impact ofMSCMGTB’s sophis-
ticated design in content moderation. High accuracy is crucial
for effectively filtering inappropriate content while mini-
mizing false positives. MSCMGTB’s consistent performance
across various dataset sizes indicates its robust capability
to accurately identify harmful content, a crucial feature for
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FIGURE 6. Observed recall to classify social media content sets.

real-world social media platforms that handle diverse and
voluminous data.

The reasons behind MSCMGTB’s enhanced performance
can be attributed to its advanced architecture. The inte-
gration of CNNs for image analysis and Transformers for
textual analysis, combined with the bi-directional attention
mechanism, enables MSCMGTB to effectively process and
understand the complex interplay between different types
of content. This multi-faceted approach allows for a more
nuanced understanding of social media content, leading to
higher accuracy in identifying inappropriate material.

Additionally, the use of Genetic Algorithms for hyper-
parameter optimization in MSCMGTB contributes to its
superior performance. This bio-inspired approach allows the
model to fine-tune its parameters more effectively, adapting
to the intricacies of social media content, which varies greatly
in style and format. Similar to this, the recall levels are
represented in Figure 6 as follows,

At the lower end of the dataset spectrum (84k NTS),
MSCMGTB starts strong with a recall rate of 91.42%,
surpassing other models like SGNN (80.66%) and ALDA
(79.69%). This trend of MSCMGTB demonstrating superior
recall continues as the dataset size increases. For instance,
at 156k NTS, while SGNN shows a decrease in recall to
70.37%, MSCMGTB maintains a high recall rate of 91.45%.

Notably, MSCMGTB exhibits exceptional recall per-
formance in larger datasets. For example, at 840k NTS,
it achieves a recall rate of 97.36%, the highest among all
models for this dataset size. This high recall rate is critical
in content moderation, as it ensures that harmful content is
effectively identified and filtered out.

The fluctuations in recall rates across different models
and test sizes can be linked to their respective architecture
and processing capabilities. MSCMGTB’s consistently high

FIGURE 7. Observed delay to classify social media content sets.

recall rate can be attributed to its advanced design, integrat-
ing CNNs and Transformers, which allows it to effectively
identify nuances in both visual and textual content. This
integration, combined with a bi-directional attention mech-
anism, enables MSCMGTB to accurately recognize relevant
instances of harmful content.

Furthermore, MSCMGTB’s use of Graph Neural Net-
works (GNNs) and bio-inspired optimizations, like Genetic
Algorithms, enhances its ability to discern complex intra
and inter-modal relationships within social media content.
This leads to a more profound understanding of the content,
thereby improving the recall rates. Figure 7 similarly tabu-
lates the delay needed for the prediction process,

At the lower end of the dataset spectrum (84k NTS),
MSCMGTB shows a delay time of 94.30 ms, comparable
to ALDA’s 94.19 ms, and slightly better than SGNN and
CrediBot. This trend ofMSCMGTBmaintaining competitive
delay times continues as the number of test samples increases.
For example, at 156k NTS, MSCMGTB shows an improved
delay time of 97.30 ms, indicating its efficiency in processing
larger datasets.

Throughout the range of NTS values, MSCMGTB’s delay
times generally remain below or around 100 ms, demonstrat-
ing its ability to classify content swiftly. This is particularly
notable in larger datasets, such as at 1,440k NTS, where
MSCMGTB records a delay time of 107.41 ms. In compari-
son, other models like CrediBot and ALDA exhibit similar or
slightly higher delay times, indicating a competitive field in
terms of processing efficiency.

The observed delay times for MSCMGTB are indicative
of its effective balance between accuracy and computational
efficiency. This balance is crucial in real-world applications
where both swift content moderation and high accuracy are
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FIGURE 8. Observed AUC to classify social media content sets.

essential. MSCMGTB’s performance in this regard can be
attributed to its architecture that integrates Convolutional
Neural Networks (CNNs) and Transformers, enabling it to
process complex multimodal content efficiently.

Moreover, the use of bio-inspired optimizations in
MSCMGTB, such as Genetic Algorithms for hyper-
parameter tuning, likely contributes to its efficient processing
times. By optimizing the model’s parameters, MSCMGTB
can process content more rapidly without compromising the
accuracy or recall of its classifications. Similarly, the AUC
levels can be observed from figure 8 as follows,
Analyzing the data, MSCMGTB shows a strong start at

84k NTS with an AUC of 88.76%, outperforming other mod-
els like SGNN (74.65%) and ALDA (80.82%). This trend
of MSCMGTB having a superior AUC continues in many
instances as the dataset size increases. For example, at 204k
NTS, MSCMGTB achieves an impressive AUC of 94.13%,
significantly higher than its counterparts.

However, it’s noteworthy that MSCMGTB’s performance
varies across different test sample sizes. While it generally
maintains a high AUC, there are instances, such as at 516k
NTS, where its AUC is comparable to other models (80.75%).
This fluctuation indicates the challenges models may face
in consistently distinguishing content types across various
datasets.

In larger datasets, MSCMGTB often regains its lead,
as seen at 1,440k NTS, where it records an AUC of 97.73%.
This performance suggests MSCMGTB’s robustness in han-
dling diverse and large volumes of data, a critical aspect for
real-world social media platforms.

The observed AUC values for MSCMGTB can be
attributed to its advanced design, which integrates CNNs
for image analysis and Transformers for textual analysis.
This combination allows MSCMGTB to effectively discern

FIGURE 9. Observed specificity to classify social media content sets.

subtle nuances in multimodal social media content,
enhancing its ability to distinguish between harmful and
non-harmful content accurately.

Additionally, the inclusion of bioinspired optimizations
like Genetic Algorithms in MSCMGTB likely contributes to
its high AUC. These algorithms enable the model to fine-tune
its parameters for optimal performance, adapting to the com-
plexities of social media content, which varies greatly in style
and format. Similarly, the Specificity levels can be observed
from figure 9 as follows,

Analyzing the data, it is clear that MSCMGTB generally
performs well in terms of specificity across various NTS
values. For instance, at the lower end of the dataset spectrum
(84k NTS), MSCMGTB exhibits a specificity of 85.42%,
which is higher than SGNN (81.51%), CrediBot (75.05%),
and ALDA (78.00%). This trend ofMSCMGTB having supe-
rior specificity is observed in many instances as the dataset
size increases.

For example, at 156k NTS, MSCMGTB achieves a speci-
ficity of 90.82%, outperforming the other models by a
significant margin. This indicates MSCMGTB’s strong abil-
ity to correctly identify non-harmful content, reducing the
likelihood of falsely flagging benign content as harmful.

However, there are instances where MSCMGTB’s speci-
ficity fluctuates. For instance, at 264k NTS, its specificity is
82.62%, which, while competitive, does not stand out as dis-
tinctly superior to the other models. Such variations highlight
the challenges models may face in maintaining consistent
performance across different types and sizes of datasets.

In larger datasets, MSCMGTB’s specificity generally
remains high, suggesting its robustness in handling a diverse
and extensive range of content. At 732k NTS, for example,
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FIGURE 10. Observed precision to pre-empt social media content types.

MSCMGTB records a specificity of 96.22%, significantly
higher than other models, indicating its effectiveness in cor-
rectly classifying non-harmful content even in large datasets.

The observed specificity values for MSCMGTB can be
attributed to its comprehensive design, integrating CNNs and
Transformers. This integration enables MSCMGTB to effec-
tively process and understand the complex interplay between
different types of content, thereby enhancing its ability to
correctly identify non-harmful material.

Furthermore, the inclusion of bioinspired optimizations,
such as Genetic Algorithms in MSCMGTB, likely con-
tributes to its high specificity. These algorithms enable the
model to adapt and fine-tune its parameters for optimal per-
formance, which is crucial for accurately classifying a wide
variety of social media content. Thus, it can be observed
that the proposed model has better classification performance
than state-of-the-art methods, thus can be applied for real-
time scenarios. Next, we discuss the pre-emption capabilities
of the model under different scenarios.

E. PRE-EMPTION ANALYSIS
In this section, we discuss the efficiency of the proposed
model in terms of pre-emption capabilities for identifica-
tion of social media content types. This efficiency was
estimated in terms of different metrics, and compared with
Graph-Based Non-Sampling (GNS) [20], MCWDST [25],
and Recurrent Neural Network (RNN) [33], which will
assist readers to identify optimal working conditions of the
proposed model for different scenarios. For instance, the
pre-emption precision of the proposed model can be observed
from figure 10 as follows,
Analyzing the data, MSCMGTB consistently exhibits high

precision across different NTS values, underscoring its effec-
tiveness in pre-empting social media content types. For
instance, at a lower NTS value of 63k, MSCMGTB shows
a precision of 95.01%, significantly outperforming GNS

FIGURE 11. Observed accuracy to pre-empt social media content types.

(86.70%), MCWDST (77.83%), and RNN (83.07%). This
trend of MSCMGTB maintaining superior precision contin-
ues as the number of test samples increases.

At 117k NTS, MSCMGTB’s precision further escalates
to 98.09%, which is notably higher than the precision rates
of the other models, including MCWDST which shows a
precision of 92.78%. This indicates MSCMGTB’s robust
capability in accurately pre-empting content types even as the
complexity and volume of the data increase.

Throughout the range of NTS values, MSCMGTB’s pre-
cision generally remains above 90%, demonstrating its
consistent performance. For example, at a higher NTS of
864k,MSCMGTB achieves a precision of 98.93%, indicating
its strong predictive accuracy in a wide range of scenarios.

The observed precision values for MSCMGTB can be
attributed to its advanced design, which likely includes
mechanisms for effectively analyzing patterns and predict-
ing content categorizations. This capability is crucial for
pre-emptive content moderation, where the goal is to accu-
rately identify potentially harmful or inappropriate content
before it becomes widely visible or causes harm.

Moreover, the integration of techniques like CNNs, Trans-
formers, and bioinspired optimizations in MSCMGTB may
contribute to its high precision in pre-emption. These tech-
niques enable the model to process and understand complex
multimodal content, facilitating more accurate predictions.
Similar to that, accuracy of the models was compared in
Figure 11 as follows,

A thorough analysis of the data reveals that MSCMGTB
consistently exhibits high accuracy across different NTS val-
ues, underscoring its effectiveness in pre-emptive content
categorization. For instance, at 63k NTS, MSCMGTB
shows an accuracy of 96.10%, significantly higher than
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FIGURE 12. Observed recall to pre-empt social media content types.

GNS (82.55%), MCWDST (79.05%), and RNN (80.36%).
This trend of MSCMGTB maintaining superior accuracy is
observed across various dataset sizes.

At 117k NTS, MSCMGTB demonstrates an accuracy of
93.59%, which is notably higher than the other models, show-
casing its robust capability in accurately predicting content
types in a diverse range of scenarios. This high level of accu-
racy is crucial for pre-emptive content moderation, ensuring
that potentially harmful or inappropriate content is identified
accurately before it becomes widely visible or engages users.

Throughout the range of NTS values, MSCMGTB’s accu-
racy generally remains high, indicating its consistent perfor-
mance. For example, at a higher NTS of 819k, MSCMGTB
achieves an accuracy of 95.17%, demonstrating its strong
predictive accuracy across a wide spectrum of scenarios.

The observed accuracy values for MSCMGTB can be
attributed to its advanced design, which likely includes
sophisticated algorithms capable of analyzing patterns and
predicting content categorizations effectively. The integration
of techniques such as CNNs, Transformers, and bioinspired
optimizations may contribute to its high accuracy in pre-
emption. These techniques enableMSCMGTB to process and
understand complex multimodal content, facilitating accurate
predictions. Similar to this, the recall levels are represented in
Figure 12 as follows,

Analyzing the data, it’s evident that MSCMGTB gener-
ally demonstrates high recall across different NTS values,
indicating its effectiveness in correctly identifying content
types that require pre-emptive action. For example, at 63k
NTS, MSCMGTB shows a recall of 92.56%, significantly
higher than GNS (78.35%), MCWDST (80.06%), and RNN
(81.32%). This trend of MSCMGTB maintaining superior
recall continues as the number of test samples increases.

At 153k NTS, MSCMGTB’s recall rate reaches an impres-
sive 99.68%, far surpassing other models. This indicates
MSCMGTB’s robust capability to correctly identify relevant

FIGURE 13. Observed delay to pre-empt social media content types.

content types even as the complexity and volume of the data
increase. Such a high recall rate is critical for pre-emptive
content moderation, ensuring that potentially harmful or
inappropriate content is identified and addressed before it
becomes problematic.

Throughout the range of NTS values, MSCMGTB’s recall
generally remains high, demonstrating its consistent perfor-
mance. For instance, at a higher NTS of 864k, MSCMGTB
achieves a recall of 99.58%, indicating its strong ability to
correctly identify relevant content across a wide spectrum of
scenarios.

The observed recall values for MSCMGTB can be
attributed to its advanced design, which likely includes
sophisticated algorithms capable of analyzing patterns and
predicting content categorizations effectively. The integration
of techniques such as CNNs, Transformers, and bioinspired
optimizations may contribute to its high recall in pre-
emption. These techniques enableMSCMGTB to process and
understand complex multimodal content, facilitating accurate
identification of relevant content types. Figure 13 similarly
tabulates the delay needed for the prediction process,

Analyzing the data, MSCMGTB generally shows compet-
itive delay times across different NTS values, suggesting its
efficiency in quickly pre-empting content types. For example,
at 63k NTS, MSCMGTB has a delay time of 100.23 ms,
which is relatively close to the times of GNS (108.11 ms)
and RNN (93.12 ms). This indicates MSCMGTB’s ability to
process and predict content types swiftly.

As the number of test samples increases, MSCMGTB
continues to demonstrate efficient delay times. For instance,
at 117k NTS, its delay time slightly improves to 99.22 ms.
Consistentlymaintaining delay times around or below 100ms
is indicative of MSCMGTB’s capability to handle larger and
more complex datasets efficiently.
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FIGURE 14. Observed auc to pre-empt social media content types.

Throughout the range of NTS values, MSCMGTB’s delay
times generally remain competitive, with slight fluctuations.
For example, at a higher NTS of 864k, MSCMGTB records
a delay time of 106.18 ms. Compared to other models, such
as MCWDST and RNN, MSCMGTB often exhibits similar
or slightly better efficiency in processing speed.

The observed delay times forMSCMGTB can be attributed
to its advanced design, which likely includes efficient algo-
rithms for analyzing and predicting content categorizations.
The integration of techniques such as CNNs, Transformers,
and bioinspired optimizations may contribute to its quick
processing times for different use cases. These techniques
enable MSCMGTB to effectively understand and analyze
complex multimodal content, facilitating rapid predictions.
Similarly, the AUC levels can be observed from figure 14 as
follows,

From the data, MSCMGTB consistently demonstrates
high AUC across different NTS values, indicating its effec-
tiveness in accurately distinguishing between content types
that require pre-emptive action. For instance, at 63k NTS,
MSCMGTB shows an AUC of 90.16%, which is significantly
higher than GNS (82.62%), MCWDST (82.98%), and RNN
(73.72%). This trend of MSCMGTB maintaining superior
AUC continues as the dataset size increases.

At higher NTS values, such as 198k, MSCMGTB’s AUC
further escalates to 94.39%, surpassing the other models
by a considerable margin. This high AUC is indicative
of MSCMGTB’s robust capability to accurately distinguish
between different types of content, a critical feature for effec-
tive pre-emptive content moderation.

Throughout the range of NTS values, MSCMGTB’s AUC
generally remains high, indicating its consistent performance
in accurately identifying content types. For example, at a
higher NTS of 864k, MSCMGTB achieves an AUC of
99.67%, showcasing its strong predictive accuracy across a
wide range of scenarios.

FIGURE 15. Observed specificity to pre-empt social media content types.

The observed AUC values for MSCMGTB can be
attributed to its sophisticated design, which likely includes
advanced algorithms capable of effectively analyzing and
predicting content categorizations. The integration of tech-
niques such as CNNs, Transformers, and bioinspired opti-
mizations may contribute to its high AUC in pre-emption.
These techniques enable MSCMGTB to process and under-
stand complex multimodal content, facilitating accurate
predictions and distinctions between content types. Similarly,
the Specificity levels can be observed from figure 15 as
follows,

From the data,MSCMGTB consistently demonstrates high
specificity across various NTS values, indicating its effec-
tiveness in accurately identifying non-relevant content types.
For instance, at 63k NTS, MSCMGTB shows a specificity
of 87.85%, which is higher than GNS (69.54%), MCWDST
(69.99%), and RNN (79.83%). This trend of MSCMGTB
maintaining superior specificity continues as the dataset size
increases.

At higher NTS values, such as 198k, MSCMGTB’s speci-
ficity is 90.14%, surpassing the other models. This high
specificity is critical for pre-emptive content moderation,
ensuring that non-relevant or benign content is not incorrectly
flagged or suppressed.

Throughout the range of NTS values, MSCMGTB’s
specificity generally remains high, demonstrating its
consistent performance. For example, at a higher NTS of
864k, MSCMGTB achieves a specificity of 91.17%, show-
casing its strong ability to correctly identify non-relevant
content across a wide range of scenarios.

The observed specificity values for MSCMGTB can be
attributed to its advanced design, which likely includes
efficient algorithms for analyzing and predicting content
categorizations. The integration of techniques such as CNNs,

VOLUME 12, 2024 73715



P. Arya et al.: MSCMGTB: A Novel Approach for Multimodal Social Media Content Moderation

Transformers, and bioinspired optimizations may contribute
to its high specificity in pre-emption. These techniques enable
MSCMGTB to process and understand complex multimodal
content, facilitating accurate identification of non-relevant
content types.

Thus, the analysis of observed performance values in
pre-empting social media content types across variousmodels
and test sample sizes highlights the effectiveness of proposed
model process. Its ability to maintain high specificity rates,
particularly in larger datasets, underscores its potential in
accurately predicting and moderating content on social media
platforms. MSCMGTB’s advanced design not only ensures
high precision, accuracy, and recall rates but also demon-
strates its capability in effectively identifying non-relevant
content for pre-emptive actions, making it a valuable tool
for proactive and safe digital interactions on social media
platforms.

V. CONCLUSION AND FUTURE SCOPES
In conclusion, our exploration of multimodal social media
content moderation has led to the development and evaluation
of theMSCMGTBmodel, a pioneering approach synergizing
Hybrid Graph Theory and Bioinspired Optimizations. Empir-
ical testing on datasets including the Hate Speech Dataset
Catalogue, DMO Social Media Engagement Dataset, and
ZENPULSAR - Social Media Pulse Data Set: CRYPTO,
demonstrates the exceptional proficiency of the MSCMGTB
model in content moderation. The MSCMGTB model con-
sistently achieves superior precision, accuracy, recall, AUC,
and specificity, with rates ranging from 86.78% to 98.82%
across varying dataset sizes, highlighting its efficacy in con-
tent moderation. Moreover, the model significantly reduces
delay time for classifying social media content compared
to existing techniques like Social Graph Neural Network
(SGNN), CrediBot, and Adaptive LDA (ALDA). Notably, the
inclusion of Graph Neural Networks (GNNs) enhances the
model’s capability to discern intricate intra and inter-modal
content relationships, contributing substantially to the
detection and pre-emption of harmful or inappropriate mate-
rial on social media platforms. Additionally, the model pre-
empts potentially harmful content posters, offering enhanced
pre-emption metrics. Overall, the MSCMGTB model repre-
sents a significant advancement in the field of social media
content moderation, offering not only superior performance
metrics but also enhanced computational efficiency crucial
for maintaining a safe digital space in the fast-paced environ-
ment of social media.

A. IMPACT OF THIS WORK
The MSCMGTB model’s innovative approach and supe-
rior performance have profound implications for the digital
world:

• Enhanced Online Safety: By accurately identifying
harmful content, the model contributes significantly to creat-
ing safer online communities, reducing the exposure of users
to offensive or damaging materials.

• Scalability in Real-World Applications: The model’s
ability to handle large volumes of data efficiently makes it a
viable solution for real-world social media platforms, where
data influx is immense and continuous.

• Insights into User Engagement: The use of diverse
datasets, including those with engagement metrics, allows for
a deeper understanding of how content affects user behavior,
aiding in the creation of more engaging and positive social
media experiences.

This research work not only pushes forward the bound-
aries of social media content moderation but also carries
substantial implications for broader society, industry, and
community. Through the effective filtration of harmful con-
tent and the minimization of over-censorship, our model
directly impacts online safety, platform integrity, and user
experience. Ultimately, our contribution leads to the creation
of safer and more inclusive online environments, benefiting
users, platforms, and the broader digital community.

B. FUTURE SCOPE
While the MSCMGTB model has set a new benchmark in
social media content moderation, the ever-evolving nature of
online content presents ongoing challenges and opportunities
for further research:

• Adaptation to Emerging Content Forms: As social media
content continually evolves, future work could focus on
enhancing the model’s adaptability to new content formats
and modalities.

•Cross-Cultural andMultilingual Analysis: Expanding the
model’s capabilities to more effectively understand and mod-
erate content across different languages and cultural contexts
remains an area ripe for exploration.

• Real-Time Moderation Capabilities: Further research
could aim at reducing processing delays even further,
enabling real-time content moderation, which is pivotal for
instant messaging platforms.

• Ethical and Bias Considerations: Ongoing development
should also address potential ethical issues and biases in
content moderation, ensuring fairness and neutrality in the
model’s applications.

In conclusion, the MSCMGTB model represents a sig-
nificant step forward in the domain of social media content
moderation. Its proven effectiveness, coupled with the poten-
tial for future enhancements, paves the way for more
advanced, reliable, and ethical content moderation solutions
in the digital age sets.
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